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A small-gain approach to ISS of infinite networks
with homogeneous gain operators

Andrii Mironchenko, Navid Noroozi, Christoph Kawan, and Majid Zamani

Abstract— We present a Lyapunov-based small-gain theorem
for input-to-state stability (ISS) of networks composed of
infinitely many finite-dimensional systems. A key assumption
in our results is that the internal Lyapunov gains, modeling the
influence of the subsystems on each other, are linear functions.
Moreover, the gain operator constructed from the internal
gains is assumed to be subadditive and homogeneous. This
covers both max-type and sum-type formulations for the ISS
Lyapunov functions of the subsystems. We formulate the small-
gain condition in terms of a generalized spectral radius of the
gain operator. The effectiveness of our results are illustrated
through an example. Particularly, we show that the small-gain
condition can easily be checked if the interconnection topology
of the network has some kind of symmetry.

I. INTRODUCTION

Rapid technological advances in computation and commu-
nication have made network systems ever more ubiquitous
in many socioeconomic and engineering domains. Concepts
such as smart cities, autonomous connected vehicles and
multi-carrier energy networks are no longer out of our reach.
In these applications, the system size can be very large,
time-varying and possibly uncertain. To guarantee safety and
functionality of such emerging network systems, one needs to
rigorously study effects of the system size on the stability and
performance indices. Standard tools in analysis and design of
control systems, however, scale poorly with the system size.
A promising approach to address the scalability issue is to
over-approximate a large-but-finite network with an infinite
network. The latter refers to a network of infinitely many
(finite-dimensional) subsystems and can be viewed as the
limit case of the former in terms of the number of partici-
pating subsystems. Having studied an infinite network, it can
be shown that the performance/stability indices achieved for
the infinite network are transferable to any finite truncation
of the infinite network [1]-[3].
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Small-gain theory is widely used for analysis and design
of finite-dimensional networks. In particular, the integra-
tion of Lyapunov functions with small-gain theory leads to
Lyapunov-based small-gain theorems, where each subsystem
satisfies a so-called input-to-state stability (ISS) Lyapunov
condition [4], [5]. If the gain functions associated to the ISS
Lyapunov conditions fulfill a small-gain condition, ISS of
the overall network can be concluded.

Advances in infinite-dimensional ISS theory, e.g. [6]-
[8], created a firm basis for the development of Lyapunov-
based small-gain theorems for infinite networks, recently
studied in [9]-[12]. Particularly, it has been observed that
existing small-gain conditions for finite networks may fail to
ensure ISS of an infinite network, even if all subsystems are
linear [12].

To address such issues, we recently developed a Lyapunov-
based small-gain theorem in a summation form (called
sum-type small-gain theorems) in [9], i.e., the overall ISS
Lyapunov function is a linear combination of ISS Lyapunov
functions of the subsystems. The small-gain condition, pro-
posed in [9], is tight in the sense that it cannot be relaxed
under the assumptions imposed on the network; see [9,
Sec. VI.A] for more details. The overall state space (as well
as the overall input space) is, however, modeled in [9] as an
£p-type space with 1 < p < oo. This condition on the state
space requires that each state vector has a vanishing tail,
which is reasonable for some applications, but inappropriate
for other ones. To remove this condition, one needs to model
the overall state space as an {..-type space. This motivates
the introduction of small-gain theorems in a maximum for-
mulation (called max-type small-gain theorems). In this type
of small-gain theorems, each component of the gain operator,
encoding the influence of neighboring subsystems on a fixed
subsystem, is expressed as a maximum over gain functions
associated to the neighboring systems. In [11], [1], max-type
small-gain conditions are provided for continuous-time and
discrete-time infinite networks, respectively. Nevertheless, in
both works, the gain functions are assumed to be uniformly
less than the identity function. To get rid of this overly
restrictive assumption, the so-called robust strong small-gain
condition has been introduced in [12] and a method to
construct a path of strict decay was proposed. Motivated
by [5], this path of strict decay is then used in [12] to
construct an ISS Lyapunov function for the overall network.
However, in [12], the existence of a linear path of strict
decay is assumed, which is very restrictive. This assumption
is removed in [13], where ISS of an infinite network is shown
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provided that there is a nonlinear path of strict decay with
respect to the gain operator. Furthermore, in [13], sufficient
conditions for the existence of a nonlinear path of strict decay
are provided. In particular, it is shown that a (nonlinear) path
of strict decay exists if the discrete-time system induced
by a slightly scaled gain operator is uniformly globally
asymptotically stable and, additionally, the interconnection
gains satisfy a local uniform Lipschitz condition.

All of the above small-gain results developed in an .-
type space are given in a pure maximum formulation. Clearly,
a pure max-type formulation is not necessarily the best
choice, in general, as one might need to add conservatism
in the calculation of ISS Lyapunov bounds. For instance,
one might unnecessarily upper-bound terms expressed in
summation by those in maximum. Inspired by [5], our work
introduces a new, more general small-gain theorem (cf. The-
orem IV.l below), where the gain operator is monotone,
subadditive and homogeneous of degree one.

Therefore, our setting treats sum and maximum formula-
tions in a unified, generalized way, making our results very
flexible in different contexts. To obtain such a formulation,
we assume that the internal gain functions are linear. Our
small-gain condition is expressed in terms of a spectral radius
condition for the gain operator. Under this assumption, we
show that an infinite network of ISS systems is ISS provided
that the spectral radius of the gain operator is less than one.
We show several equivalent criteria for the spectral small-
gain condition, which give a rich machinery to check this
condition in practice.

Our small-gain theorem is built on characterizations of
the spectral radius condition, cf. Proposition III.1 below.
In particular, we show that the small-gain condition is
equivalent to uniform global exponential stability of the
monotone discrete-time system induced by the gain operator,
which is of great significance on its own, and extends several
known criteria for linear discrete-time systems summarized
in [14]. Equivalently, there exists a linear path of strict decay
through which we construct an ISS Lyapunov function for the
overall network. For maximum and sum formulations, the
spectral radius condition (i.e., the small-gain condition) ad-
mits explicit formulas for which a graph-theoretic description
is provided. A linear version of the robust strong small-gain
condition is also presented as another reformulation of the
spectral radius condition in the maximum formulation. Via
an example of a spatially invariant network, the effectiveness
of these conditions is illustrated. Proofs are omitted due to
space constraints and can be found in [15].

II. TECHNICAL SETUP
A. Notation

We write N, R and R for the sets of positive integers, real
numbers and nonnegative real numbers, respectively. We also
write No := NU{0}. Elements of R™ are by default regarded
as column vectors. If f : R™ — R is differentiable at x € R,
V f(x) denotes its gradient which is regarded as a row vector.
By ¢, we denote the Banach space of all bounded real
sequences & = (z;);en With the norm ||z||¢ := sup,cy |zil-

The subset fg_o = {(xi)ieN € ly :x; >0, Vi € N}
is a closed cone with nonempty interior, and is called the
positive cone in {,. It induces a partial order on /., by
“r <y if and only if y — x € £1” (which simply reduces
to x; < y; for all ¢ € N). By 1, we denote the vector
in £X, whose components are all equal to 1. In any metric
space (X, d), we write int(A) for the interior of a set A and
Bgs(x) for the open ball of radius ¢ centered at . A function
f Ry — X is called piecewise right-continuous if there
are pairwise disjoint intervals Iy = [0,a1), Iz = [a1,a2),
I3 = [az,a3), ... whose union equals R, such that fi; is
continuous for each n € N.

A continuous function o : Ry — R is positive definite,
denoted by a € P, if «(0) = 0 and «(r) > 0 for all
r > 0. For the sets of comparison functions K, K, £ and
KL, we refer to [16]. Given T' : & — ¢5, T"™ denotes
the n-th iterate of T, i.e. T = id and T = ' o !
for n > 1. By I'?’(s), we denote the i-th component of
the vector I'(s). A function p : ¢X — [0,00] is called
a monotone, homogeneous aggregation function (MHAF) if
it has the following properties:

1) Homogeneity of degree one: p(cs) = cu(s) for all s €
¢F and ¢ > 0 (with the convention that 0 - co = 0).

2) Monotonicity: u(r) < pu(s) for all r,s € €1 s.t. r < s.

3) Subadditivity: p(r 4+ s) < u(r) + u(s) for all r, s € €1
(with the convention that co + co = o0).

The concept of monotone aggregation functions in the
context of small-gain theory has been introduced in [5],
and here it is adapted to our setting. Typical examples
are u(s) = Y oy QiSis H(S) = SUD;ey S, OF pu(s) =

o0 +
maxi<;<n ;S; + i=N+1 XiSis for some (ai)ieN S ‘€oo
with ; > 0 for all ¢ € N, and N € N.

B. Interconnections

Consider a family of control systems of the form

Ei : .’EZ:fZ((E“(f“UZ), i€ N.

This family comes with sequences (n;);cy and (m;);en of
positive integers as well as finite (possibly empty) sets I; C
N, i ¢ I,, such that the following assumptions are satisfied:

e The state vector x; is an element of R™:.

o The internal input vector T; is composed of the state
vectors x, j € I;, and thus is an element of R¥:, where
Ni = Zjeh .

o The external input vector u; is an element of R"™¢.

o The right-hand side f; : R™ x RN: x R™ — R™ is a
continuous function.

o For every initial state z;0 € R™ and all essentially
bounded inputs Z;(-) and u;(-), there is a unique (local)
solution ¢;(t, 20, Z;, u;) of the Cauchy problem

i(t) = filwi(t), Zi(t), ui(t)),
For each 7 € N, we fix (arbitrary) norms on the spaces R™
and R™¢, respectively. For brevity, we avoid adding indices
to these norms, indicating to which space they belong, and
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simply write | - | for each of them. The interconnection of
systems >;, ¢ € N, is defined on the state space
X :=Ll(N,(n;))
= {r = (zi)ien : v, € R™, sup|z;| < oo}.
i€N

This space is a Banach space with the /. .-type norm
lz||x = sup;ey|zi|. The space of admissible external
input values is likewise defined as the Banach space U :=
loo (N, (m;)), |lullu = sup;ey |ui]. The class of admissible
external input functions is given by

U :={u € LRy, U) : u is piecewise right-continuous},

which is equipped with the Lo,-norm |ully =
ess sup;cp, |u(t)|y. Finally, the right-hand side of the
interconnected system is defined by

foXxU—=T[R™, fz,u) = (fi(zi, % w))ien
ieN
Hence, the interconnected system can formally be written as
the following differential equation:

¥ &= f(z,u). (1)

To make sense of this equation, we introduce an appropriate
notion of solution. For fixed 2° € X and u € U, a function
A:J — X, where J is an interval of the form [0,T") with
0 < T < oo, is called a solution of the Cauchy problem
(t) = f(x(t),u(t)), ©(0) = 2° € X provided that s
F(A(s),u(s)) is a locally integrable X-valued function (in
the Bochner integral sense) and

A(t) = zo + [5 F(A(s),u(s))ds for all t € J.

Sufficient conditions for the existence and uniqueness of
solutions can be found in [9, Thm. II1.2]. We say that the
system X is well-posed if local solutions exist and are unique.
In this case, it holds that

ﬂi(¢(t,x0,u)) = (bi(t,x?,i“i,ui) for all t € J,

where 7; : X — R™ denotes the canonical projection onto
the i-th component, Z;(-) = (m;(¢(-,z,u))) er,, and 29, u;
denote the i-th components of 2° and u, respectively, see [9,
Sec. III].

Throughout this paper, we assume that ¥ is well-posed
and also has the so-called boundedness-implies-continuation
(BIC) property [17]. The BIC property requires that any
bounded solution, defined on a compact time interval, can be
extended to a solution defined on a larger time interval. If
is well-posed, we call ¥ forward-complete if every solution
can be extended to R..

C. Input-to-state stability

We study input-to-state stability of X via the construction
of ISS Lyapunov functions.

Definition II.1 A well-posed system X is called input-to-
state stable (ISS) if it is forward complete and there are
B €KL and k € K such that for all x € X and v € U,

lo(t, z, u)llx < B(llzllx,t) + r(lulle) for all t = 0.

A sufficient condition for ISS is the existence of an ISS
Lyapunov function [18, Thm. 1].

Definition I1.2 A function V' : X — Ry is called an
ISS Lyapunov function for X if it satisfies the following
conditions:

(i) V is continuous.

(ii) There exist 11,19 € Ko such that

Ui(|z||x) < V(z) < o||z||x) forall z € X.

(iii) There exist v € K and o € P such that for all x € X
and u € U the following implication holds:
V(z) >y(Jullu) = D¥Vu(z) < —a(V(z)),

where DYV, (z) denotes the right upper Dini orbital
derivative, defined as

DTV, () := limsup Viglt,z,v) - V(a:)

t—0+ 3

The functions 11,9 are also called coercivity bounds, vy is
called a Lyapunov gain, and « is called a decay rate.

To construct an ISS Lyapunov function V' for X, we
follow a bottom-up approach in the sense that we exploit
the interconnection structure and build V' from ISS Lyapunov
functions of the subsystems X; under an appropriate small-
gain condition. We thus make the following assumption on
each subsystem ;.

Assumption I1.3 For each subsystem Y;, there exists a
continuous function V; : R™ — R, which is Cl outside
of x; = 0, and satisfies the following properties:

(L1) There exist ;1,10 € Koo such that

Vi (o)) < Vilws) < aa(|mi])  for all z; € R™.

(L2) There exist MHAFs pi;, vi;; € Ry (j € N), where ~;; =
0 for all j ¢ I, and ~;,, € K, o; € P such that for all
z = (xj)jen € X and v = (uj)jen € U the following
implication holds:

Vi(w;) > max{,ui((%‘jv‘(xj))jeN)»%'u(\ui\)}
= VVi(z:) fi(zi, Ziui) < —a (V).

The numbers ;; (which are identified with the linear func-
tions r +— ~y;;7) are called internal gains, while the functions
Yiu are called external gains.

2)

Given a sequence of MHAFs p = (;);eny and vy;; as
in (2), we introduce the gain operator ', : £X — ¢1 by

Lu(s) = (Ui((%‘ij)jeN))ieN Vs = (si)ien € £3,. (3)

This definition covers linear, max-linear and mixed types
of gain operators. With the choice of all p; in (3) either as
summation or supremum, we have the following two special

cases of the operator I',:

Po(s) == (D s

jeN

for all s = (s;)ien € éio’
ieN
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for all s = (s;)ien € (1.

i€

Pg(s) = (sgg %jsj)
J

The following assumption guarantees that I',, is well-
defined and induces a discrete-time system with bounded
finite-time reachability sets, cf. [19].

Assumption I1.4 The operator T',, is well-defined, which is
equivalent to

sup i ((7i5)jen) < oo
€N

Definition IL5 An operator T : (X, — (1 is called

1) monotone, if T(r) < T(s) for all ;s € {1 s.t. v < s.

2) homogeneous of degree one, if T'(cs) = cI'(s) for all
s el and ¢ > 0.

3) subadditive, if T'(r+s) < T'(r)+I(s) forall r,s € (1.

The properties of the monotone aggregation functions p;
immediately imply the statement of the next lemma.

Lemma I1.6 The operator I, is monotone, subadditive and
homogeneous of degree one.

Finally, we make the following uniform boundedness
assumption on the external gains, which we need to prove
our small-gain theorem.

Assumption IL7 There is v}, € K such that v, < Vhax
for all v € N.

We develop a small-gain theorem ensuring ISS of the
overall network X from the assumptions imposed on sub-
systems ;. The small-gain condition is given in terms of a
spectral radius condition. In Section III, we establish several
characterizations of this condition. Then, in Section IV, we
present our small-gain theorem.

III. CHARACTERIZATIONS OF THE STABILITY OF THE
GAIN OPERATOR

Consider an operator I' : /1, — ¢ and the corresponding
induced system

x(k+1) =T(z(k)), ke Ny. “4)

Based on [20, Prop. A.1 and Prop. 7.17], we have the
following characterizations for uniform global exponential
stability of the system (4) induced by a monotone, sub-
additive and homogeneous of degree one operator. These
characterizations play a crucial role in the verification of our
small-gain condition, used in Theorem IV.1 below.

Proposition IIL.1 Let T' : (& — (3 be a well-defined
operator which is monotone, subadditive, and homogeneous
of degree one. Then T is Lipschitz continuous with the
Lipschitz constant ||T'(1)||,. Furthermore, the following
statements are equivalent:

(i) The spectral radius condition

r(0):= lim sup ()l

seedy

Islleog =1

= lim (1)), < 1.

n—oo

(ii) Uniform global exponential stability (UGES) of the
discrete-time system (4): there are M > 0 and a €
(0,1) such that for all s € (X, and k € Ny

IT*(5)le. < Ma®|lslle.-

(iii) Uniform global asymptotic stability (UGAS) of the
discrete-time system (4): there is § € KL such that

IT*()lle < BllIsllen k),

(iv) There is a point of strict decay, i.e., there are A € (0,1)
and s° € int(¢L) such that

I'(s%) < As°.

selt keN.

(&)
(v) It holds that
IT™"(1)]le, <1 for some n € N.

(vi) There is a linear path of strict decay for T, i.e., there
are s° € int(¢1) and p > 0 such that o : Ry — (1,
given by

o(r):=rs" foralr>0,

satisfies
I(o(r)) <o(r)/(1+p) forall r>0.

In addition, if I' = I', then the above properties are also

equivalent to

(vii) the robust strong small-gain condition: there are w,p €
(0,1) such that for all i, j € N the operator I';;, defined

by
Ti;(s) :==T(s) +wsje; forall s € ll,
satisfies
[(s) # ps forall se F\{0}. (6)
(viii) For some n € N, it holds that
SUD  Vjija t Vingnr < - @)

j17~~~v]n+1

Finally, if I = T'g, then the properties (i)—(v) are equivalent
to the following:
(ix) For some n € N, it holds that

sup Z Yigi Vivdz =" Vin-1in < 1. ®)

N G dn

As seen in Theorem IV.1 below, Proposition III.1 provides
an equivalence between the small-gain condition for the
verification of ISS of the infinite network (1) and exponential
stability of the discrete-time monotone system (4). We partic-
ularly use a linear path of strict decay to construct the overall
Lyapunov function for the network > as a supremum over
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weighted Lyapunov functions of the subsystems X;, where
each weight is expressed as 1/s{ with s¥ as in (5).

It has been shown in [12] that a strong small-gain condi-
tion is not sufficient to guarantee ISS of an infinite network
and thus it has to be robustified, leading to the notion
of robust strong small-gain condition. Here, condition (6)
represents a specific version of such a robust strong small-
gain condition when the gain functions are linear.

A. Special cases

Here, we provide a graph-theoretic description of (7)
and (8). For the infinite matrix G := (%j)z‘j oy We define
a weighted directed graph G(G) with inﬁnitély many nodes
and the set of edges £ = {(i,7)|¢,j € N,v;; > 0}; thus,
(i,j) € & represents the edge from node ¢ to node j, and
G = (%‘j)m eN is the weight matrix with 7;; being the
weight on edge (4,j) € £. A path of length n from ¢ to
j is a sequence of n + 1 distinct nodes starting with ¢ and
ending with j. Given G(G), condition (7) requires that the
product of weights over any path of length n has to be
uniformly less than one for some n € N. For each node ¢
of G(G), condition (8) means that the sum over the product
of weights over any path of length n starting from node
has to be uniformly less than one. We stress that the two
criteria (7) and (8) are, in general, not comparable, as one is
obtained from a maximum formulation and the other from a
sum formulation, and thus their corresponding gains ;; can
be different. While, in general, it can be very hard (if possible
at all) to verify such conditions for an infinite network,
one can easily check conditions (7) and (8) if the network
has a special interconnection topology, e.g., is symmetric.
We illustrate the latter point in Section V below, where we
consider a spatially invariant network.

IV. SMALL-GAIN THEOREM

Now we are able to present our small-gain theorem which
provides a Lipschitz continuous ISS Lyapunov function for
the infinite interconnection X.

Theorem IV.1 Consider the infinite network ¥ as in (1), and
let the following assumptions hold:
(i) X is well-posed and satisfies the BIC property.
(ii) Assumption 1.3 is satisfied. Moreover, there exist
1,0 € Koo such that

Y <Py and P <y forall i € N,

(iii) Assumptions I1.4 and I1.7 are satisfied.
(iv) The spectral radius condition v(T',) < 1 holds.
(v) For each R > 0, there is a constant L(R) > 0 such
that
V(i) = Vi(yi)| < L(R)|wi — il
forall i € N and x;,y; € Br(0) C R™.
(vi) There exists & € P such that o; > & for all i € N.
Then there exists s € int(¢L) such that the following
function is an ISS Lyapunov function for .

1
V() :=sup 4 Vi(z;) forall v = (v;)ien € X.
i€EN §;

In particular, X3 is ISS. Moreover, V satisfies a Lipschitz
condition on every bounded subset of X.

Theorem IV.1 shows ISS of the network ¥ under the small-
gain condition r(I',) < 1, which by Proposition IIL1 is
equivalent to the existence of a point of strict decay, and thus
to the existence of a linear path of strict decay with a linear
decay rate. Note that in [13] ISS of the network has been
shown under the assumption of the existence of a nonlinear
path of strict decay with a nonlinear decay rate. Whether
these conditions are equivalent for homogeneous of degree
one and subadditive gain operators is an open question that
is left to future investigations.

V. EXAMPLE

In this section, we illustrate the effectiveness of con-
ditions (7) and (8) to verify the small-gain condition. In
particular, we allow the gain functions in part to be larger
than the identity.

Consider scalar linear subsystems of the form

& = —biuzi + bii—1)Ti—1 + g(bi(ir1)Tit1, bi(ir2)Tit2)
o fori=2k+1, ke N,
Y 2 = —biixi + g(biir1)Tiv1, bi(ir2) Tit2)

for i = 2k, k € N,

where either g(s) =: gg(s) = s1 + s2 or g(s) =: gg(s) =
max{s, sa} for s = (s1,52) € R%, z; € R, b; > 0 an
bi(i—l)a b’i(i+l)7 bi(i+2) S R Wlth bi() = 0

To guarantee that the network ¥ of subsystems 3J; is well-
posed and satisfies the BIC property, it suffices to assume that
all the coefficients b;; are uniformly upper-bounded by some
b > 0 over i (the simple proof will be omitted).

o

Yi(i+2)

V(i+1)(i+3)

V(i+2)(i+1)

Yi(i—1)

Fig. 1. The graph G(G) associated with G. Dashed arrows imply the
continuation of the graph with the same structure.

Take V;(z;) := $2?. The following estimates are obtained
by using Young’s inequality and homogeneity of g:

2o
VVi(xi)fi(xi,fi)S—Oéivi(xi)—f'%‘/ifl(xiq)
1
bt bitita) ®
i+ (it
+9( 2% W+1(%+1)»W%+2($i+2))7

with o; = 2(b;; — &; — §; — 0}), and appropriately small
0s,0i,e; > 0. If i is even, then b;;_1y = 0 and neither
the second term nor ¢; on the right-hand side of (9) is
present. Additionally, if ¢ = gg, then §; = ¢; in ¢ and
a; = 2(bj; — &; — 0;). From this estimate, we need to
derive appropriate gains for an ISS Lyapunov function. Let
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%(z;l) = b?(i,l)/QEi, '~7i(i+1) = b?(i+1)/26i9 :)’i(i+2) =

bf(i+2)/25§ and assume that

1.

Vi(wi) > o B (Figitr) Vier (Tien) ) o=—1,1,2)

(10)
where in line with the function g we have either ji(s) =
2max;=1,235; or fi(s) = Z?Zl s;, and a; > 0 is specified
later. From (9), it follows that

VVi(x:) fi(xs, Z;) < —a; Vi(w;)

+ 1(Fiti—1) Vie1(@i—1) Figir 1) Vie 1 (@ig1) Fi(r2) Viez (Tig2)).

Hence, (10) implies VV;(x;) fi(2i, Z;) < — (o — a;)Vi(x;).
Let us pick a; := «;/2. In that way, for g = gg, non-zero
gains y;; in I'q are computed as

b? b? b?
iy =ty e Vi)
i(i—1) 26,W; s Ji(i+1) 26iwi s Ti(i+2) 2(5211)1‘ ;

where w; := b;; —e; — d; — ¢;. On the other hand, if g = gg,
non-zero gains 7;; in I'g are obtained as

2 2 2
by by Vi)
Yi(i—1) e y Vi(i+1) 51'(]1' y Yi(i+2) 51_%_ )

with ¢; = by — ¢; — &;. Obviously, Assumptions (i), (ii),

and (v) of Theorem IV.1 are satisfied. To verify Assumption
(vi), it is necessary to impose a uniform lower bound on
the number b;;, i.e., b;; > b for all i € N. Furthermore, we
require uniform bounds on the numbers &;, 52, €; so that
§<6,<6,0 <8/ <8,e<e<tandb—c—0-6 >
0. Then for bot112sum and maixirrllllm formulations, we can
estimate 7;; < 2b /(g(bféfdfé ) for all 7, 7 € N. Hence,
Assumptions (iii) and (vi) of Theorem IV.1 are satisfied.

It only remains to verify the small-gain condition. To do
this, we respectively use the criteria (7) and (8) for g =
gg and g = gg. Following arguments of Section III-A, we
use the weighted directed graph G(G) which is (partially)
depicted in Fig. 1. As can be seen, the graph is symmetrical
due to the spatial invariance of the overall network. Take
n = 2 in (7). From the structure of the network and the
choice of n, condition (7) reduces to the following set of
conditions:

k€ {2,3},
ke{-1,1,2},

V1) (i+1) V(i+1) (i+k) < 1

(11
Yi-1)iVitk <1,

for all ¢ € N. On the other hand, by taking node ¢ — 1,
condition (8) yields

V(i—1)(i4+1) V(1) (i+3) T V(i—1)(i+1) V(i+1)(i+2)

+ Y—1)iYii—1) T V1) Vi(+1) T V-1 Vig+2) < L.
(12)

Clearly, any other nodes give the same condition as that
in (12). From either (11) or (12), for sufficiently small y(;_1);
and y(;—1)(i+1), conditions (11) and (12) are satisfied. Given
bii, €, 04,05, as vy;; directly depend on b;;, to satisfy any
of (11) and (12), b;; should be small enough.
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