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Abstract— We prove that uniform global asymptotic stability
of bilinear infinite-dimensional control systems is equivalent to
their integral input-to-state stability. Next we present a method
for construction of iISS Lyapunov functions for such systems
if the state space is a Hilbert space. Unique issues arising due
to infinite-dimensionality are highlighted.
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I. INTRODUCTION

The notion of input-to-state stability (ISS) unifies in a nat-
ural way two different types of stable behavior: asymptotic
stability in the sense of Lyapunov and input-output stability
[28]. ISS plays an important role in constructive nonlinear
control [19], in particular in robust stabilization of nonlinear
systems [9], design of robust (w.r.t. errors in measurements
and/or quantization) nonlinear observers [20], stability of
nonlinear networked control systems [17], [8] etc.

After its indisputable success in the field of ordinary
differential equations, ISS theory began to spread out to other
types of dynamical systems: time-delay systems, impulsive,
switched and hybrid systems. Recently a development of ISS
theory of partial differential equations has been started.

In [16], [6], [7], [21], ISS of infinite-dimensional systems

ẋ(t) = Ax(t) + f(x(t), u(t)), x(t) ∈ X,u(t) ∈ U, (1)

has been studied via methods of semigroup theory [15], [4].
Here the state space X and the space of input values U are
Banach spaces, A : D(A) → X is the generator of a C0-
semigroup over X with a domain of definition D(A) and
f : X ×U → X is Lipschitz w.r.t. the first argument. Many
classes of evolution PDEs, such as parabolic and hyperbolic
PDEs are of this kind [10], [3].

In [6] sufficient conditions, Lyapunov-based small-gain
theorems and a linearization method for ISS of systems (1)
have been developed, which provide tools to verify ISS in
the infinite-dimensional setting via Lyapunov functions, and
to construct such Lyapunov functions for interconnections of
ISS systems. On the basis of [6], several results within ISS
theory for impulsive infinite-dimensional systems have been
proposed in [7].
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In [16] and [21], special classes of systems (1) have been
investigated via frequency-domain methods. In [16], relations
between circle-criterion and ISS for systems (1) with sector-
bounded nonlinearities have been provided and in [21] the
problem of stabilization of infinite-dimensional systems via
observer-based feedback has been addressed. A substantial
effort has been made also in applications of ISS theory for
nonlinear parabolic [22] and linear time-varying hyperbolic
systems [25].

Already for finite-dimensional systems, ISS is still far
too restrictive for wide classes of practical systems. Satu-
ration and limitations in actuators, biochemical processes,
population dynamics and traffic flows etc. often prevent
systems from enjoying the ISS property. The state of a
typical system stays bounded as long as the magnitude of
the applied input remains below a specific threshold, but it
becomes unbounded when the input magnitude exceeds the
threshold. Here integral input-to-state stability (iISS) comes
into play [27], [2]. The development of iISS framework
allowed us to broaden the class of nonlinearities we can
address in analysis and design of interconnected systems,
but also highlighted the fundamental difference between
techniques needed for iISS and ISS. Serious obstacles were
encountered in extending ISS small-gain theorem to iISS
systems [12], e.g. absence of ISS gain, incompatibility of
signal spaces in trajectory-based approaches, and insuffi-
ciency of max-type Lyapunov functions popular in ISS
Lyapunov-based approaches. Recently, breakthroughs have
been made in [11], [13], [1], [18] for removing the obstacles.
In particular, within the approach developed in [13], [14],
Lyapunov functions for interconnected systems are explicitly
constructed, which allows us to use small-gain criteria and to
address external disturbances in exactly the same formulation
as in the ISS small-gain theorem. Although the practical
issues of saturation and limitations are not limited to finite-
dimensional systems, to the best of the authors knowledge,
the iISS has not been yet utilized for infinite-dimensional
systems (excluding time-delay systems) in the literature.

In this paper we are going to develop basic tools for in-
vestigation of iISS of infinite-dimensional systems. First we
introduce the notion of iISS Lyapunov functions and prove
that existence of an iISS Lyapunov function for a system
(1) implies iISS of this system. In Section III we investigate
iISS of several classes of systems. After a short discussion
of iISS theory of infinite-dimensional linear systems, which
already differs from the finite-dimensional special case, we
proceed to the study of bilinear systems. We prove, that
uniformly globally asymptotically stable bilinear systems are
necessarily iISS. First we show this result for systems which
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state space is an arbitrary Banach space. Next we provide
another proof of this result for systems whose state space
is a Hilbert space. It resembles the original proof of this
fact for finite-dimensional systems, given by Sontag in [27]
and results into an explicit construction of an iISS Lyapunov
function for bilinear systems. We illustrate our findings on an
example of a parabolic system. The proofs of several results
are omitted due to space constraints. They can be found in
a full version of the paper [23].

We use the following notation throughout the paper. For
linear normed spaces X,Y let L(X,Y ) be the space of
bounded linear operators from X to Y and L(X) :=
L(X,X). A norm in these spaces we denote by ‖ · ‖. By
C(X,Y ) we denote the space of continuous functions from
X to Y , C(X) := C(X,X) and by PC(X,Y ) the space of
piecewise right-continuous functions from X to Y . Both are
equipped with the standard sup-norm.

We define R := (−∞,∞) and R+ := [0,∞). Let N
denote the set of natural numbers. Let Lp(0, d), p ≥ 1 be
a space of p-th power integrable functions f : (0, d) → R

with the norm ‖f‖Lp(0,d) =
(∫ d

0
|f(x)|pdx

) 1
p

.

II. PROBLEM FORMULATION

Consider a system (1) and assume throughout the paper
that X and U are Banach spaces and f(0, 0) = 0, i.e., x ≡
0 is an equilibrium point of the unforced system (1). Let
φ(t, φ0, u) denote the state of a system (1) at moment t ∈
R+ associated with an initial condition φ0 ∈ X at t = 0,
and input u ∈ Uc, where Uc is a linear normed space of
admissible inputs equipped with a norm ‖ · ‖Uc

.
We use the following classes of comparison functions

P := {γ : R+ → R+ | γ is continuous,
γ(0) = 0 and γ(r) > 0 for r > 0}

K := {γ ∈ P | γ is strictly increasing}
K∞ := {γ ∈ K | γ is unbounded}
L := {γ : R+ → R+ | γ is continuous and strictly

decreasing with lim
t→∞

γ(t) = 0}
KL := {β : R+ × R+ → R+ | β is continuous,

β(·, t) ∈ K, ∀t ≥ 0, β(r, ·) ∈ L, ∀r > 0}

We consider weak solutions of (1), i.e. solutions of the
integral equation

x(t) = T (t)x(0) +

∫ t

0

T (t− s)f(x(s), u(s))ds. (2)

belonging to the class C([0, τ ], X) for all τ > 0. Here
{T (t), t ≥ 0} is a C0-semigroup on a Banach space X
with an infinitesimal generator A : D(A) → X , Ax =
lim
t→+0

1
t (T (t)x− x), whose domain of definition D(A) con-

sists of those x ∈ X , for which this limit exists.
Definition 1: We call f : X × U → X Lipschitz contin-

uous on bounded subsets of X , uniformly w.r.t. the second
argument if ∀w > 0 ∃L(w) > 0, such that ∀x, y : ‖x‖X ≤
w, ‖y‖X ≤ w, ∀v ∈ U

‖f(y, v)− f(x, v)‖X ≤ L(w)‖y − x‖X . (3)

We will use the following assumption concerning nonlin-
earity f throughout the paper

Assumption 1: We assume that f : X × U → X is
Lipschitz continuous on bounded subsets of X , uniformly
w.r.t. the second argument and that f(x, ·) is continuous for
all x ∈ X .
Assumption 1 ensures that the weak solution of (1) exists and
is unique, according to a variation of a classical existence and
uniqueness theorem [3, Proposition 4.3.3].

Next we introduce stability properties for the system (1).
Definition 2: System (1) is globally asymptotically stable

at zero uniformly with respect to state (0-UGASs), if ∃β ∈
KL, such that ∀φ0 ∈ X , ∀t ≥ 0 it holds

‖φ(t, φ0, 0)‖X ≤ β(‖φ0‖X , t). (4)
To study stability properties of (1) with respect to external

inputs, we use the notion of input-to-state stability [6]:
Definition 3: System (1) is called input-to-state stable

(ISS) w.r.t. space of inputs Uc, if there exist β ∈ KL and
γ ∈ K such that the inequality

‖φ(t, φ0, u)‖X ≤ β(‖φ0‖X , t) + γ(‖u‖Uc
) (5)

holds ∀φ0 ∈ X , ∀u ∈ Uc and ∀t ≥ 0.
We emphasize that the above definition does not yet

exactly correspond to ISS of finite dimensional systems [28]
since Definition 3 allows the flexibility in the choice of Uc.
A system (1) is called ISS, without expressing the normed
space of inputs explicitly, if it is ISS w.r.t. Uc = C(R+, U)
endowed with a usual supremum norm. This terminology
follows that of ISS for finite dimensional systems (although
in finite dimensional theory measurable locally essentially
bounded w.r.t. time inputs are usually considered).

The following notion is central in this paper
Definition 4: System (1) is called integral input-to-state

stable (iISS) if there exist α ∈ K∞, µ ∈ K and β ∈ KL
such that the inequality

α(‖φ(t, φ0, u)‖X) ≤ β(‖φ0‖X , t) +
∫ t

0

µ(‖u(s)‖U )ds (6)

holds ∀φ0 ∈ X , ∀u ∈ Uc = C(R+, U) and ∀t ≥ 0.
A useful tool for investigation of iISS is an iISS Lyapunov

function:
Definition 5: A continuous function V : X → R+ is

called an iISS Lyapunov function, if there exist ψ1, ψ2 ∈ K∞,
α ∈ P and σ ∈ K such that

ψ1(‖x‖X) ≤ V (x) ≤ ψ2(‖x‖X), ∀x ∈ X (7)

and system (1) satisfies

V̇u(x) ≤ −α(‖x‖X) + σ(‖u(0)‖U ) (8)

for all x ∈ X and u ∈ Uc, where the Lie derivative of V
corresponding to the input u is defined by

V̇u(x) = lim
t→+0

1

t
(V (φ(t, x, u))− V (x)). (9)

Furthermore, if

lim
τ→∞

α(τ) =∞ or lim inf
τ→∞

α(τ) ≥ lim
τ→∞

σ(τ) (10)
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holds, system V is called an ISS Lyapunov function.
Remark 1: We have introduced a definition of an ISS

Lyapunov function in a dissipative form. In [6] another
definition of an ISS Lyapunov function was given (in a
so-called implication form). For finite-dimensional systems
existence of a Lyapunov function in an implicative form
implies existence of a Lyapunov function in a dissipative
form. For infinite-dimensional systems only partial result in
this direction is available, see [23].

Next proposition underlines an importance of an iISS
Lyapunov function.

Proposition 2: If there exist an iISS (resp. ISS) Lyapunov
function for (1), then (1) is iISS (resp. ISS).

Proof: We omit the proof due to page limit policy.

III. iISS AND ISS OF SEVERAL CLASSES OF SYSTEMS

A. Linear systems

We begin with a class of linear systems (1) with
f(x(t), u(t)) := Bu(t):

ẋ(t) = Ax(t) +Bu(t),
x(0) = φ0,

(11)

where x : R+ → X , u : R+ → U , and B : U → X is a
linear operator.

It is well-known that for linear finite-dimensional systems
0-GAS (local stability + global attractivity), 0-UGASs, ISS
and iISS are identical properties [26], [27]. For infinite-
dimensional systems, 0-GAS is not equivalent to 0-UGASs
in general. In [6, Proposition 3] it was shown that 0-UGASs
is equivalent to ISS provided that B is a bounded operator.
Moreover, in [6, p. 8] and [22, p. 247] examples of 0-GAS
infinite-dimensional systems are provided whose solutions
go to infinity even for inputs of arbitrarily small magnitude.
Next proposition shows the relations between ISS and iISS
for systems (11).

Proposition 3: Let B ∈ L(U,X). Then, (11) is 0-UGASs
⇔ (11) is ISS ⇔ (11) is ISS w.r.t. Lp(R+, U) for some
p ≥ 1.

Proof: The proof is straightforward and is omitted.
From Proposition 3 it follows (by taking α := id and

γ := c · id for large enough c > 0 in Definition 4):
Corollary 4: System (11) is ISS iff it is iISS.
For finite-dimensional systems, in the presence of non-

linearities which are locally Lipschitz w.r.t. state, 0-GAS
implies local ISS [29, Lemma I.1], i.e., the ISS property
for initial states and inputs with a sufficiently small norm.
In contrast to this finite-dimensional fact, we next show
an infinite-dimensional linear system illustrating that for
unbounded operator B, 0-UGASs implies neither ISS nor
iISS, even if the initial state and the input is restricted to
sufficiently small neighborhoods of the origin.

Example 5: Consider the following ODE ensemble de-
fined on the interval (0, π/2) of the spatial variable l:

ẋ(l, t) = −x(l, t) + (tan l)
1
8u(l, t), l ∈ (0, π/2). (12)

Let X = C(0, π/2) be the space of bounded continuous
functions on (0, π/2). The functions x(l, t) and u(l, t) are

scalar-valued. The input operator B : D(B)→ X for (12) is
defined by (Bv)(l) = (tan l)

1
8 v(l) which is unbounded with

a domain of definition

D(B) = {v ∈ C(0, π/2) : sup
l∈(0,π/2)

|(tan l) 1
8 v(l)| <∞}.

Since x(·, t) = e−tx(·, 0) holds for u(·, t) = 0, ∀t ≥ 0,
system (12) is 0-UGASs. But it is neither ISS nor iISS for
U = D(B). To verify this fact, consider an input u(l, t) =
ûc(l) given by

ûc(l) =

{
b , 0 < l < arctan (c8)

bc(tan l)−
1
8 , arctan (c8) ≤ l < π

2

for real b, c > 0 (to simplify notation we do not re-
flect in the notation the dependence of ûc on b). It is
easy to see that ûc ∈ D(B) and ‖ûc‖U = b from
‖Bûc‖X = supl∈(0,π/2) |ûc(l)(tan l)

1
8 | = bc and the def-

inition of ûc. The solution of (12) for φ0 = 0 is com-
puted as φ(t, 0, u)(l) =

∫ t
0
e−(t−r)ûc(l)(tan l)

1
8 dr = (1 −

e−t)ûc(l)(tan l)
1
8 . Thus, by definition, the solution satisfies

sup
l∈(0,π/2)

φ(t, 0, u) = bc(1− e−t).

Now, assume that system (12) is iISS. From Definition
4 it follows that there exist α, µ ∈ K∞ satisfying
‖φ(t, 0, u)‖X ≤ α−1(tµ(b)) for t ≥ 0. Clearly, for any
given α, µ ∈ K∞ and any t > 0, one can find c > 0 so
that bc(1− e−t) > α−1(tµ(b)). Since ‖ûc‖U = b is satisfied
for any c > 0, system (12) is not iISS.

Similarly one can show that (12) is not ISS. Since we
can take φ0 = 0 and b > 0 is arbitrary, the system (12)
is neither iISS nor ISS even if the initial state and the
input are restricted to arbitrarily small neighborhoods of the
origin. �

In the following example the same equation (12) is studied
as in Example 5. It highlights the dependency of ISS and iISS
on the choice of spaces.

Example 6: Consider the system (12) again. The system
is ISS if we choose X = L2(0, π/2), U = L4(0, π/2).

Define

V (x) :=

∫ π/2

0

x2(l)dl = ‖x‖2L2(0,π/2)

For the solutions x(·, t) = φ(t, φ0, u) of (12) we obtain

d

dt
V (x) = 2

∫ π/2

0

x(l, t)
(
− x(l, t) + u(l, t)(tan l)

1
8

)
dl

≤ −2V (x) + wV (x) +
1

w

∫ π/2

0

u(l, t)2(tan l)
1
4 dl

≤ (−2 + w)V (x) +
K

w
‖u(·, t)‖2L4(0,d)

,

for any w > 0 (between lines 1 and 2 Young’s inequality
has been used). Here K :=

∫ π/2
0

(tan l)
1
2 dl < ∞. Hence,

taking w < 2, Proposition 2 proves that system (12) is ISS
for X = L2(0, π/2) and U = L4(0, π/2). �
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B. iISS of generalized bilinear systems
While for linear infinite-dimensional systems with

bounded input operators the properties of ISS and iISS
coincide, the difference between these two properties arises
for bilinear systems which is one of the simplest classes of
nonlinear systems. For finite-dimensional bilinear systems,
Sontag [27] demonstrated that 0-GAS systems are seldom
ISS1, and that a system is 0-GAS if and only if it is iISS. To
generalize this fact to infinite-dimensional systems, consider

ẋ(t) = Ax(t) +Bu(t) + C(x(t), u(t)),
x(0) = φ0,

(13)

where B ∈ L(U,X), and C : X × U → X is s.t. ∃K > 0:

‖C(x, u)‖X ≤ K‖x‖X‖u‖U . (14)

for all x ∈ X and all u ∈ U . This class of systems includes
bilinear systems with bounded input operators.

Next we prove the equivalence between 0-UGASs and
iISS for the general system (13) in Banach spaces. For
infinite-dimensions, we employ the notion of 0-UGASs in-
stead of 0-GAS. To establish iISS from 0-GAS for finite-
dimensional systems, Sontag [27] constructed Lyapunov
functions for systems with Hurwitz A by means of the
Lyapunov’s equation. To the best of authors’ knowledge,
there is no generalization of this method for linear systems on
Banach spaces, although for systems on Hilbert spaces such
a construction exists. Thus, to allow for Banach spaces, we
employ another method to prove equivalence between iISS
and 0-UGASs.

Theorem 7: System (13) is iISS ⇔ (13) is 0-UGASs.
We only sketch the proof. Details can be found in [23].

Proof: Clearly, for (13) iISS implies 0-UGASs. To
prove the converse, assume that (13) be 0-UGASs, that is
let T be an exponentially stable semigroup, generated by A.

Integrating (13), we obtain

x(t) = T (t)x(0)+

∫ t

0

T (t− r)
(
Bu(r) + C(x(r), u(r))

)
dr.

Since B ∈ L(U,X), inequality (14) and exponential stability
of T imply existence of K,M, λ > 0, so that

‖x(t)‖X ≤Me−λt‖x(0)‖X +

∫ t

0

Me−λ(t−r)

·
(
‖B‖‖u(r)‖U +K‖x(r)‖X‖u(r)‖U

)
dr.

We multiply both sides of the inequality by eλt and define
z(t) = x(t)eλt. From λ > 0 we obtain

‖z(t)‖X ≤M
(
‖z(0)‖X + ‖B‖

∫ t

0

eλr‖u(r)‖Udr
)

+

∫ t

0

MK‖z(r)‖X‖u(r)‖Udr.

Gronwall’s inequality (see e.g. [30, Lemma 2.7, p.42]) yields

‖z(t)‖X ≤M
(
‖z(0)‖X + ‖B‖

∫ t

0

eλr‖u(r)‖Udr
)

· e
∫ t
0
MK‖u(r)‖Udr.

1E.g. a system ẋ = −x+ xu, x(·) ∈ R is not ISS.

Coming back to original variables and using λ > 0, we have

‖x(t)‖X ≤M
(
e−λt‖x(0)‖X + ‖B‖

∫ t

0

‖u(r)‖Udr
)

· e
∫ t
0
MK‖u(r)‖Udr.

Define α ∈ K∞ by α(r) = ln(1 + r), ∀r ≥ 0. This results
(after some computations) in

α(‖x(t)‖X) ≤ ln
(
1 +Me−λt‖x(0)‖X

)
+ ln

(
1 +M‖B‖

∫ t

0

‖u(r)‖Udr
)

+

∫ t

0

MK‖u(r)‖Udr.

Since β : (r, t) 7→ ln(1 +Me−λtr) is a KL-function, the
above estimate shows us that (13) is iISS.

C. Lyapunov functions for generalized bilinear systems

This section develops a method to construct an iISS
Lyapunov function for the infinite-dimensional system (13)
analogous to the finite-dimensional case [27]. For this pur-
pose, in this section, let X be a Hilbert space with a
scalar product 〈·, ·〉, and assume that A generate an analytic
semigroup on X . Note that if (13) is 0-UGASs, the operator
A generates exponentially stable semigroup [6, Lemma 1].
Since X is a Hilbert space, the exponential stability of this
semigroup is equivalent to existence of a positive self-adjoint
operator P ∈ L(X) satisfying the Lyapunov equation

〈Ax, Px〉+ 〈Px,Ax〉 = −‖x‖2X , ∀x ∈ D(A) (15)

see [4, Theorem 5.1.3, p. 217]. Recall that a self-adjoint
operator P ∈ L(X) is called positive if 〈Px, x〉 > 0 holds
for all x ∈ X \ {0}. A positive operator P ∈ L(X) is called
coercive if there exists k > 0 such that

〈Px, x〉 ≥ k‖x‖2X ∀x ∈ D(P ).

Next theorem shows a method for construction of iISS
Lyapunov functions for bilinear systems

Theorem 8: Consider a system (13) over a Hilbert space
X . Assume that A generate an analytic semigroup on X ,
and there exists a coercive positive self-adjoint operator P ∈
L(X) satisfying (15). Then system (13) is iISS and its iISS
Lyapunov function can be constructed as

W (x) = ln
(
1 + 〈Px, x〉

)
. (16)

As usual we omit detailed computations.
Proof: Let assumptions of the theorem hold. Consider a

function V : x 7→ 〈Px, x〉. Since P is bounded and coercive,
for some k > 0 it holds

k‖x‖2X ≤ V (x) ≤ ‖P‖‖x‖2X , ∀x ∈ X,

and property (7) is verified. Let us compute the Lie derivative
of V with respect to system (13). For x ∈ D(A) we have

V̇ (x) = 〈P (Ax), x〉+ 〈Px,Ax〉
+ 〈P (Bu+ C(x, u)), x〉+ 〈Px,Bu+ C(x, u)〉 .

3158



From 〈P (Ax), x〉 = 〈Ax, Px〉, (14) and (15) with the help
of Cauchy-Schwarz inequality, we obtain

V̇ (x) ≤− ‖x‖2X+2K‖P‖‖x‖2X‖u‖U+2‖P‖‖B‖‖x‖X‖u‖U .

Let ε > 0. Using Young’s inequality

2‖x‖X‖u‖U ≤ ε‖x‖2X +
1

ε
‖u‖2U ,

we can continue the above estimates as

V̇ (x) ≤−
(
1− ε‖P‖‖B‖

)
‖x‖2X + 2K‖P‖‖x‖2X‖u‖U

+
‖P‖‖B‖

ε
‖u‖2U .

Defining W as in (16) yields

Ẇ (x) ≤− (1− ε‖P‖‖B‖) ‖x‖2X
1 + ‖P‖‖x‖2X

+
2K‖P‖

k
‖u‖U +

‖P‖‖B‖
ε

‖u‖2U . (17)

These derivations hold for x ∈ D(A) ⊂ X . If x /∈ D(A),
then for all admissible u the solution x(t) ∈ D(A) and t→
W (x(t)) is a continuously differentiable function for all t >
0 (these properties follow from the properties of solutions
x(t), see Theorem 3.3.3 in [10]). Therefore, by the mean-
value theorem, ∀t > 0 ∃t∗ ∈ (0, t)

1

t
(W (x(t))−W (x)) = Ẇ (x(t∗)),

where x = x(0). Taking the limit when t → +0 we obtain
that (17) holds for all x ∈ X . Pick ε > 0 such that ε <
1/(‖P‖‖B‖). According to Proposition 2, system (13) is
iISS and W is an iISS Lyapunov function.

IV. AN EXAMPLE

In this concluding section we illustrate our findings on an
example of an iISS parabolic system. Let c > 0 and L > 0.
Consider the following reaction-diffusion system

∂x

∂t
(l, t) = c

∂2x

∂l2
(l, t) +

x(l, t)

1+|l−1|x(l, t)2
u(l, t),

x(0, t) = x(L, t) = 0;

(18)

on the region (l, t) ∈ (0, L) × (0,∞) of the R-valued
functions x(l, t) and u(l, t).

Let X = L2(0, L) and U = C(0, L). It is easy to see that
the above system is bilinear since its nonlinearity satisfies
inequality (14). Clearly, this system is 0-UGASs, therefore it
is iISS for any L > 0. Below we give an explicit construction
of an iISS Lyapunov function for this system. Afterwards we
will prove that this system is ISS for L < 1.

Define

W (x) =

∫ L

0

x2(l)dl = ‖x‖2L2(0,L)
.

Since 1 + |l − 1|x(l, t)2 ≥ 1, we obtain

Ẇ (x) =2

∫ L

0

x(l)
(
c
∂2x

∂l2
(l, t) +

x(l, t)

1 + |l − 1|x(l, t)2
u(l, t)

)
dl

≤− 2c

∫ L

0

(
∂x

∂l
(l, t)

)2

dl + 2

∫ L

0

x2(l, t)|u(l, t)|dl.

Using the Friedrich’s inequality (see e.g. [24, p. 67]) in the
first term, we continue estimates:

Ẇ (x) ≤ −2c
(π
L

)2
W (x) + 2W (x)‖u‖C(0,L)

Choosing
V (x) = ln (1 +W (x)) (19)

yields

V̇ (x) ≤− 2c
(π
L

)2 W (x)

1+W (x)
+ 2

W (x)

1+W (x)
‖u‖C(0,L)

≤− 2c
(π
L

)2 ‖x‖2L2(0,L)

1+‖x‖2L2(0,L)

+ 2‖u‖C(0,L), (20)

=− α(‖x‖L2(0,L)) + σ(‖u‖C(0,L)),

where
α(s) = 2c

(π
L

)2 s2

1+s2
, σ(s) = 2s. (21)

Thus, Proposition 2 establishes iISS of (18) irrespective of
a value of L.

Remark 9: Since x(·, t) ∈ L2(0, L), the spatial derivative
of x above may not exist. However, the above derivations
hold for smooth enough functions x, and the general result
for all x(·, t) ∈ L2(0, L) will follow due to the density
argument, see [5, Section 2.2.1] for details.

Interestingly, when L < 1, the system (18) is ISS for the
input space U = C(0, L) as well as U = L2(0, L). To verify
this, we first note that for all l < 1

sup
s∈R

∣∣∣∣ s

1 + |l − 1|s2

∣∣∣∣ = 1

2
√
1− l

. (22)

Let L < 1. Using the same Lyapunov function W we have

Ẇ (x) ≤2
∫ L

0

x(l, t)c
∂2x

∂l2
(l, t)dl

+ 2

∫ L

0

1

2
√
1− l

|x(l, t)u(l, t)|dl

≤− 2c
(π
L

)2
‖x‖2L2(0,L)

+
1√

1− L
‖x‖L2(0,L)‖u‖L2(0,L)

≤−
(
2c
(π
L

)2
− w

)
‖x‖2L2(0,L)

+
1

4(1− L)w
‖u‖2L2(0,L)

(23)

for 0 < w < 2c(π/L)2. Recall that ‖u‖2L2(0,L)
≤

L‖u‖2C(0,L). Thus, by virtue of Proposiiton 2, system (18)
is ISS whenever L < 1. It is stressed that the coefficient of
‖u‖2L2(0,L)

in (23) goes to ∞ as L tends to 1 from below.
Hence, the ISS estimate (23) is valid only if L < 1.

For the choice of input space U = Lp(0, L) with p ≥ 1,
the case of L ≥ 1 does not allow us to have an ISS estimate
like (23). In fact, if L ≥ 1 and U = Lp(0, L) for any
p ≥ 1, the right hand side of (18) system is undefined.

To see this take u : l 7→ |l − 1|−
1
2p ∈ Lp(0, L) and

x : l 7→ |l − 1|−
1
2+

1
2p ∈ L2(0, L). Then f(x, u) : l 7→
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x(l, t)

1 + |l − 1|x(l, t)2
u(l, t) /∈ L2(0, L). Thus, according to our

formulation of (1), the system (18) is not well-defined for
U = Lp(0, L) for any real p ≥ 1.

For the choice of input space U = C(0, L), we expect
that the system (18) is not ISS for L ≥ 1, but we have not
proved it at this time. The blow-up of the σ-term in (23)
corresponding to the dissipation inequality (8) for V = W
suggests the absence of ISS for the system (18) in the case
of L ≥ 1. It is worth noticing that the iISS estimate (20) is
valid for all L > 0, that is for all L > 0 we do no have in
(21) a blowup of σ, and α does not become a zero function.
In fact, one can recall the idea demonstrated by Proposition 2
with Definition 5. An iISS Lyapunov function characterizes
the absence of ISS by only allowing the decay rate α in
the dissipation inequality (8) to satisfy lim infs→∞ α(s) <
lims→∞ σ(s). The iISS Lyapunov function yields ISS when
lim infs→∞ α(s) ≥ lims→∞ σ(s), which is not the case in
(21). Being able to uniformly characterize iISS irrespectively
of whether systems are ISS or not should be advantageous
in many applications. For instance, ISS of subsystems is not
necessary for stability of their interconnections, and there are
examples of UGAS interconnections involving iISS systems
which are not ISS [11], [13], [1], [18].

V. CONCLUSION

We have proved that infinite-dimensional bilinear systems
described by differential equations in Banach spaces are
integral input-to-state stable provided they are uniformly
globally asymptotically stable. For systems whose state
space is Hilbert we have obtained under some additional
restrictions, another proof of this result, which leads to a
construction of an iISS Lyapunov function for the system.

Among possible directions for future research are inves-
tigation of iISS of more general nonlinear control systems
and development of novel methods for construction of iISS
Lyapunov functions for such systems. Another challenging
problem is a study of interconnected infinite-dimensional
systems, whose subsystems are iISS or ISS.
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